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You’ve known us as Hewlett-Packard, Agilent Technologies and, 
now, Keysight Technologies. For more than 75 years we have 
been helping you unlock measurement insights.

There have always been two sides to the story. One is the 
work we do, creating innovative instrumentation and 
software. The other is the work you do: design, develop, 
debug, troubleshoot, manufacture, test, install and maintain 
components, devices and systems.

Those seemingly separate activities are connected by something 
profound: the “A-ha!” that comes with a moment of insight. 
When those happen for us, the results are innovations that 
enable breakthroughs for you.

This is our legacy. Keysight is a company built on a history 
of firsts, dating back to the days when Bill Hewlett and Dave 
Packard worked in the garage on 367 Addison Avenue in Palo 

Alto, California. Our firsts began with U.S. patent number 
2,268,872 for a “variable-frequency oscillation generator.” 
Appropriately, the centerpiece of Bill’s design was a light bulb, 
which is often used to symbolize a new idea.

Our future depends on your success, and our vision is simple: 
by helping engineers find the right idea at the right time, we 
enable them to bring next-generation technologies to their 
customers — faster.

This is happening in aerospace and defense applications where 
increasingly realistic signal simulations are accelerating the 
development of advanced systems that protect those who go in 
harm’s way. It’s happening in research labs where our tools help 
turn scientific discovery into the discovery of new sciences. It’s 
taking place with DDR memory, where our line of end-to-end 
solutions ranges from simulation software to protocol-analysis 
hardware. And in wireless communications we’re providing 
leading-edge measurement tools and sophisticated, future-
friendly software that support the development and deployment 
of LTE-Advanced.

Within those systems, there are more standards than a single 
engineer can keep up with. That’s why so many of our engineers 
are involved in standards bodies around the world. We’re 
helping shape those standards while creating the tools needed to 
meet the toughest performance goals.

To help Keysight customers continue to open new doors, we’re 
concentrating our effort and experience on what comes next in 
test and measurement. Our unique combination of hardware, 
software and people will help enable your next “A-ha!” moment, 
whether you’re working on mobile devices, cloud computing, 
semiconductors, renewable energy, or the latest glimmer in 
your imagination. Keysight is here to help you see what others 
can’t — and then make it reality.

© Keysight Technologies, Inc. 2014
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EDITOR'S NOTE

Scott McGregor, President and CEO 

of Broadcom, sees some major 

changes for the semiconductor industry 

moving forward, brought about by rising 

design and manufacturing costs. 

Speaking at the SEMI Industry Strategy 

Symposium (ISS) in January, McGreger 

said the cost per transistor was rising after the 28nm, which he 

described as “one of the most significant challenges we as an 

industry have faced.” 

He said that in the past, it was a “no brainer” for a design 

company to move its entire set of products always forward to 

the next generation. “Every generation would be better than 

the previous one. It would be faster, it would be lower power, 

it would be more cost effective,” he said.  “We think we’re 

now seeing this come to a bottom.” The reason for increasing 

transistor cost is the complexity of the devices, and the cost of 

the equipment required to produce them. These costs are going 

up exponentially, McGregor said. 

Chip design cost is also increasing exponentially. McGregor 

showed a chart with dramatically increasing cost for each 

process node for such things as software, prototyping, 

validation, verification and IP qualification per process node. 

McGregor also pointed out that the semiconductor industry 

as a whole is maturing. He said we have moved from a new 

market phase with double digit growth into an evolving market 

with high single digit growth to now a stabilizing market with 

mid-single digit growth year-on-year. 

Although mature, the industry will still see some volatility, 

although less than in the past. “supply is easily overridden and 

it takes a long time to build some of these devices like scanners 

so that’s going to create volatility,” he said.

He also predicted that SoCs would become even more pervasive. 

He used a set top boxes as an example, noting that they used to 

be full of boards crammed with lots of discrete parts. “Today, 

if you open up a set top box, you’ll see a relatively small circuit 

board inside with a large chip that integrates almost all the 

functionality,” he said. “The box is still the same size because 

consumers perceive value in the size of the box, but it’s mostly 

air inside.” 

McGregor said the tapeout costs to do a single device are very 

high. “You have to put $100 million into a semiconductor 

startup today to be able to get to productization.” This means 

that big companies will be getting bigger. “There will still be 

some small companies – but I think the mid-sized company 

in our industry, in devices, is going to dramatically go away 

because of the scale and other things required,” he said.

A big impact of these changes is that the process node selection 

is going to change. “Instead of immediately going to the next 

node, you’re going to stay in nodes longer. That means, for 

example, that 28nm is going to be a very long-lived node. There 

are a lot of things that probably will not make sense to move 

beyond 28nm for a long time. It will not automatically mean 

you should go to 16 or 14nm, or 10nm. There will be relatively 

few devices that economically make sense to do that,” he said. 

He noted that Broadcom crossed the threshold where software 

engineers outnumbered software engineers a number of years 

ago and now has “significantly more” software engineers than 

hardware engineers. “That’s an interesting transition because 

we’re now delivering systems instead of just chips. The value 

just doesn’t come from the transistors -- It comes from all 

the other pieces put together. One of the challenges for us as 

an industry is getting paid for that. Unfortunately, for many 

of us, the software is the ‘gift wrap” for the chip rather than 

something we can monetize,” he said. ◆

Pete Singer is the Editor-in-Chief of Chip Design, Semiconductor 

Manufacturing & Design (SemiMD.com) and Solid State 

Technology. He is also the conference chair of The ConFab, an 

annual networking event and conference focused on the economics 

of semiconductor manufacturing. 
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IN THE NEWS

Mentor Graphics Corp. acquired Flexras Technologies, a 

developer of proprietary technologies that reduce time required 

for prototyping, validation, and debug of integrated circuits (ICs) 

and systems on chip (SoCs).  Flexras timing-driven partitioning 

technology will expand and strengthen the portfolio of tools 

available from Mentor to help engineers overcome the challenges 

of increasingly complex design prototyping. Terms of the deal were 

not disclosed.

Flexras Technologies was founded in August 2009 by a group of 

CAD and FPGA experts, established to build upon the knowledge 

from ten years of research at the University of Pierre et Marie 

Curie and LIP6 Lab.  Flexras’s products solve hardware/software 

validation bottlenecks by complementing rapid prototyping 

platforms with timing-driven partitioning, offering a material 

increase in clock frequency for highly complex design prototyping.

Cadence Design Systems, Inc. announced the 11th generation 

of the Tensilica® Xtensa® processors. The new Xtensa LX6 and 

Xtensa 11 processors enable users to create innovative custom 

processor instruction sets with up to 25 percent less processor logic 

power consumption and up to 75 percent better local memory area 

and power efficiency. 

The new Xtensa 11 and Xtensa LX6 processors feature several 

architectural improvements, including: 

(FLIX) for Xtensa LX6 that allow for very long instruction 

word (VLIW) instructions of any length from 4 to 16 bytes, 

resulting in code size savings of up to 25 percent compared to 

prior Xtensa versions, thus enabling local memory and cache 

size reductions of up to 25 percent for the same performance 

level. 

memories, yielding up to 75 percent local memory power 

savings in select operating scenarios with dynamic cache-way 

control. 

and boosts system performance by speeding functions such as 

MemCpy by 6.5 times faster and reducing the total number of 

system bus read operations by up to 23 percent. 

by up to 25 percent. 

Mentor Graphics Corp. announced the availability of its new 

Mentor® EZ-VIP PCI Express Verification IP. The new Verification 

IP (VIP) reduces testbench assembly time for ASIC (application-

specific integrated circuit) and FPGA (field-programmable gate 

array) design verification by a factor of up to 10X.

Verification IP is intended to help engineers reduce the time 

spent building testbenches by providing re-usable building 

blocks for common protocols and architectures. However, even 

standard protocols and common architectures can be configured 

and implemented differently from design to design. As a result, 

traditional VIP components can take days, or even weeks, to 

prepare for a simulation or emulation testbench.

manufacturing technology, and Linear Dimensions Semiconductor 

Inc., a semiconductor company specializing in low power analog 

and mixed signal integrated circuits, today announced that they 

are working together to manufacture a 14-channel programmable 

reference from Linear Dimensions for multiple markets including 

IoT (Internet of Things) sensor and wearable device applications.

The LND1114 is a 14-channel reference designed to meet the 

tuning needs of emerging IoT sensors and Wearable applications. 

The LND1114 is available in QFN-3×2.2mm form factor, and 

is the world’s smallest programmable multi-channel reference 

product. With a typical drift of only 13uV after 10 years at 70C, low 

temperature drift and an initial accuracy of 0.2%, the LND1114 is 

ideally suited for precision sensor biasing.

Synopsys, Inc. shipped over 5,000 HAPS® FPGA-based 

prototyping systems to more than 400 companies. These companies 

have selected HAPS systems to accelerate software development, 

hardware/software integration and system validation. Prototyping 



IN THE NEWS

teams seeking the highest performance ASIC prototypes select 

HAPS systems for the scalable architecture, integrated prototyping 

software and rich catalog of real world I/O interfaces.

Cadence Design Systems, Inc. announced the Cadence® 

Tensilica® HiFi 4 audio/voice digital signal processor (DSP) 

intellectual property (IP) core for system-on-chip (SoC) designs, 

which offers the industry’s highest performance licensable digital 

signal processing (DSP) core for 32-bit audio/voice processing. 

This fourth generation HiFi architecture enables emerging 

multi-channel object-based audio standards and offers 2X the 

performance versus the HiFi 3 DSP, making it ideal for DSP 

intensive applications including digital TV, set-top box (STB), 

Blu-ray Disc and automotive infotainment. 

With emerging object-based audio standards, individual sounds 

become objects that can be placed anywhere in a room. Instead of 

at each location where they are played back. The object-based audio 

system calculates where the sound should emanate so that it appears 

in roughly the same space, no matter where speakers are located. 

This provides a more natural and immersive sound experience, and 

requires much more DSP processing power. Instead of having to 

use multiple DSPs to accomplish this, designers can now get the 

DSP power they need from one core – the HiFi 4 DSP. 

ON Semiconductor has successfully characterized and 

demonstrated its first fully-functional stacked CMOS imaging 

sensor featuring a smaller die footprint, higher pixel performance 

and better power consumption compared to traditional monolithic 

non-stacked designs. The technology has been successfully 

implemented and characterized on a test chip with 1.1 μm pixels 

and will be introduced in a product later this year.

Synopsys, Inc. announced the availability of verification IP (VIP) 

percent native SystemVerilog Universal Verification Methodology 

(UVM) architecture to enable ease of use, ease of integration and 

performance. Complete with verification plans, built-in coverage 

and a protocol-aware memory debug environment, Verdi® Protocol 

that accelerates verification closure for designers of low power 

memory controllers and systems on chips (SoCs).

Chinese IC manufacturer Shanghai Huali Microelectronics 

Corporation gave a presentation on its outlook for the Internet 

of Things (IoT) market and the wide application of its specialty 

technology at the 2014 China Semiconductor Industry Association 

IC Design Branch Annual Conference (“ICCAD”), which was 

held at Hong Kong Science Park.

Henry Liu, senior director of marketing at HLMC, said, “With 

the development of smart automotive, smart grid, smart home 

and smart medical services, among other sectors, coupled with the 

pursuit among the general population of a simpler lifestyle and more 

efficient management of one’s day to day affairs, IoT has become 

the new hot topic of the market. The development of the market is 

set to further promote the prosperity of the semiconductor industry 

as semiconductor components are the basic core and data gateway 

of IoT equipment.”

According to Cisco IBSG, IoT connections worldwide are 

expected to reach 50 billion units, a milestone that is expected to 

have a profound impact on both consumers and vendors around 

the world. Currently, many of the world’s leading IC producers 

are accelerating expansion into the IoT sector in preparation for 

building their own ecosystem.

As one of the most advanced 12-inch wafer foundries in mainland 

China, HLMC’s technology starts from 55nm technology node 

and mainly covers 55nm LP, 40nm LP and 28nm LP as well 

as 55nm HV, 55nm eFlash and specialty technology. HLMC 

provides customers with low-cost wafer foundry solutions.

PLDA, the company that designs and sells intellectual property 

(IP) cores and prototyping tools, and M31 Technology, a global 

silicon intellectual property (SIP) provider, have developed a 

comprehensive controller-plus-PHY solution for ASIC design 

projects. The combined solution -- PLDA’s PCIe 3.0 controller in 

certification from PCI-SIG which was validated on PLDA Kintex-

7-based platform XpressK7 and M31 Technology’s daughter card. 

The complete solution is optimized for storage applications.



 

FOCUS REPORT ON MEMORY

Aof products on the market today quickly approach the limits 

of their ability to scale to higher densities, it has become widely 

recognized that a new non-volatile memory technology is needed 

widely hailed as the “most likely to succeed” in the race to replace 

higher-performance and more reliable non-volatile memory.  

has not been easy.

One of the greatest challenges facing developers in achieving ultra-

(sneak) current problem in crossbar arrays that interferes with the 

reliable reading of data from individual memory cells and increases 

these density levels, and various selector devices, such as tunneling 

diodes, bidirectional varistors, and ovonic threshold switches, have 

been tested as solutions to the sneak path issue with only limited 

success.

Among the key requirements for a suitable selector are high 

density, fast turn-on and recovery, and high endurance.  Previous 

attempts at developing suitable selector devices have been 

reported with selectivity ranging from 150 to about 105, but circuit 

simulations have shown that a selectivity far larger than 105 is 

required to design megabit-level passive crossbar arrays.

Engineers at Crossbar, Inc., a start-up company developing 

problem with the development of the Field Assisted Superlinear 

Threshold (FAST) selector, a new design which has demonstrated 

the highest reported selectivity of 1010, as well as an extremely sharp 

turn-on slope of less than 5mV/dec, fast turn-on and recovery 

(<50ns), an endurance greater than 100M cycles, and a processing 

temperature less than 300°C ensuring commercial viability.  

FAST selectors show the sneak current suppressed to below 0.1nA, 

while maintaining a 102 memory on/off ratio and greater than 106 

selectivity during cycling, making it ideal for ultra-high density 

memory applications.

Figure 1a.   I-V characteristics of FAST selectors (100nm x 100nm).  The device 

exhibits bidirectional threshold switching with an on/off ratio (test limited) 

greater than 107.

Figure 1b.  Zoomed-in plot showing the extremely sharp FAST selector turn-on 

slope of less than 5mV/dec.
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FOCUS REPORT ON MEMORY

The patented FAST selector device utilizes a superlinear threshold 

layer (STL), which forms a conduction path at the specified 

threshold voltage (V
TH

). The device provides extremely fast, 

bidirectional switching with a large resistance ratio, high turn-on 

current and steep turn-on slope, as shown in Figure 1a. 

The measured selectivity for the 100nm x 100nm device is greater 

than 107 and limited by the test setup. The switching slope is 

extremely sharp – less than 5mV/dec. (Figure 1b), which is 

advantageous for array level operations (e.g. larger read voltage 

margin, faster read time). 

The threshold voltage (V
TH

) of the selector can be tuned by 

controlling either the STL thickness or the device structure 

(Figures 1c and 1d). 

The FAST selector can switch reliably for more than 100M cycles 

(test limited), and reliable switching can also be maintained in 

15nm x 100nm devices, with current density greater than 5 x 106A/

cm2.  The FAST selector was DC stress tested at a constant 0.5V
TH

 

Figure 1c.  The threshold voltages can be tuned by controlling the SLT layer 

thickness.

Figure 1d.  Asymmetric threshold voltages can be achieved by controlling the 

device structure (by modulating the electric field).

applied for two hours, and the device did not turn on, confirming 

good immunity to program/read disturb.

Switching speeds faster than 50ns can be achieved with voltages 

above V
TH

.  The FAST selector can be turned on within 30ns.  The 

off-to-on transition time is about 5ns (test limited) for over 300μA 

of passing current through the selector, and the device can quickly 

recover to the off state once the voltage is removed, with a recovery 

time of less than 50ns.

Once a FAST device switches to the on state, a target pass current, 

IP, can be delivered with a much smaller hold voltage, VH (Figure 

2a). VH increases as IP increases, but it is independent of V
TH

 

(Figures 2b-d). The small VH (< 0.3V for 200μA) and very large 

off-state resistance minimize the voltage overhead when integrated 

The FAST selector has been successfully integrated into a 4Mb 

passive crossbar array, with a sneak current below 0.1nA at both 

25°C and 125°C, demonstrating very high device yield and low 

leakage current.  

Figure 2.  Hold voltage (VH) characteristics of FAST selectors. (a) Once a device switches on, a small VH is required for passing a specific target current (passing 
current IP). (b) IP vs. VH. (c) Median on resistances vs. IP. (d) VTH vs. VH.
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in large arrays (Figure 3a).  FAST selectors with V
TH

 larger than 

0.5V , but smaller than the V

suppress sneak currents during both program and read operations 

(Figure 3b).

ratio greater than 102 and selectivity greater than 106 (Figure 3c), 

and device operations have been successfully maintained for 4Mb 

demonstrated to date for a passive crossbar structure. 

cycles while maintaining the large memory on/off ratio and 

selectivity (Figure 4). 

When the leakage current through an entire 40Kb selector 

array was measured to extract the intrinsic leakage current of an 

individual selector (Figure 5a), the extracted selectivity was found 

to be 1010 (in a 100nm device).  Figure 5a also shows that there is 

no single shorted selector device within the 40Kb selector array.  

The selectivity for different device areas was calculated using the 

same test method (Figure 5b).  Circuit simulations show that a 

selectivity greater than 105 is required to design megabit-level 

passive crossbars, and the FAST selector clearly surpasses this 

requirement.

Figure 3.   Passive crossbar integration of RR AM devices with FAST selectors. (a) I-V characteristics of a single cell level RR AM, (b) selector, and (c) integrated 
1S1R device. (d) I-V characteristics of a 4Mb passive crossbar array based on 1S1R.

The FAST selectors developed by Crossbar offer the largest 

reported selectivity to date (1010), as well as excellent performance 

metrics for other characteristics required for high density memory 

applications, including steep slope and fast turn on/recovery.  The 

high selectivity of the FAST device, and its ability to be integrated 

implement commercial memory products, based on 3D stackable 

memory application. ◆

Figure 4.  Integrated 1S1R device cycling demonstration. On and off states 
and half-selected currents are shown. The integrated 1S1R device maintained 
> 102 memory on/off ratio and > 106 selectivity during the cycling.

Figure 5.  Leakage current test of selectors and the projected selectivity.  (a) 

Leakage current through entire 40Kb devices and the projected 1-bit (100nm 

x 100nm) leakage current. Inset: Typical I-V of a selector on the same wafer. 

(b) The selectivity vs. device area based on the leakage current measurement.
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W e’re at a tipping point in system design. In the past, the 

consumer hung on every word from technology wizards, 

looking longingly at what was to come. But today, the consumer calls 

the shots and drives the pace and specifications of future technology 

directions. This has fostered, in part, a new breed of system design 

companies that has taken direct control over the semiconductor 

content.

These systems companies are reaping business (pricing, 

availability), technical (broader scope of optimization) and 

strategic (IP protection, secrecy) benefits.  This is clearly a trend 

in which the winning systems companies are partaking.

They’re less interested in plucking components from shelves 

and soldering them to boards and much more interested in 

conceiving, implementing and verifying their systems holistically, 

from application software down to chip, board and package. To 

this end, they are embracing the marriage of EDA and IP as a 

speedy and efficient means of enabling their system visions. For 

companies positioned with the proper products and services, the 

growth opportunities in 2015 are enormous.

THE SHIFT LEFT
Time-to-market pressures and system complexity force another 

reconsideration in how systems are designed. Take verification 

for example. Systems design companies are increasingly 

designing at higher levels, which requires understanding and 

validating software earlier in the process. This has led to the “shift 

left” phenomenon.

The simple way to think about 

this trend is that everything that 

was done “later” in the design 

(e.g., software development begins 

before hardware is completed).  

Another way to visualize this 

macroscopic change is to think 

about the familiar system 

development “V-diagram” (Figure 

1). The essence of this evolution 

is the examination of any and 

all dependencies in the product 

planning and development process to understand how they can 

be made to overlap in time.

This overlap creates the complication of “more moving parts” 

but it also enables co-optimization across domains.  Thus, the 

right side of the “V” shifts left (Figure 2) to form more of an 

be too literal or precise; it is meant to be thematic of the trend).

Prime examples of the shift left are the efforts in software 

development that are early enough to contemplate hardware 

changes (i.e., hardware optimization and hardware dependent 

software optimization), while at the other end of the spectrum 

we see early collaboration between the foundry, EDA tool 

makers and IP suppliers to co-optimize the overall enablement 

offering to maximize the 

value proposition of the new 

node.

A by-product of the early 

software development 

is the enablement of 

software-driven verification 

methodologies that can 

be used to verify that the 

integration of sub-systems 

does not break the design. 

Another benefit is that 

performance and energy can 

be optimized in the system 

context with both hardware 

Figure 1. Everything that was done “later” in the design flow is now being 

started “earlier.”

Figure 2. The right side of the “V” shifts left to form more of an accelerated 

flow.
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and software optimizations possible.  And, it is no longer just 

performance and power – quality, security and safety are also 

moving to the top level of concerns.

CHIP-PACKAGE-BOARD INTERDEPENDENCIES
Another design area being revolutionized is packaging. Form 

factors, price points, performance and power are drivers behind 

squeezing out new ideas.  The lines between PCB, package, 

interposer and chip are being blurred.

Having design environments that are familiar to the principle 

in the system interconnect creation, regardless of being PCB, 

package or die centric by nature, provides a cockpit from which 

the cross fabric structures can be created, and optimized.  Being 

able to provide all of the environments also means that data 

interoperable data sharing is smooth between the domains.  

Possessing analysis tools that operate independent of the 

design environment offers the consistent results for all parties 

incorporating the cross fabric interface data.  In particular 

power and signal integrity are critical analyses to ensure design 

tolerances without risking the cost penalties of overdesign.

THE RISE OF MIXED-SIGNAL DESIGN
In general, but especially driven by the rise of Internet of Things 

(IoT) applications, mixed-signal design has soared in recent 

years. Some experts estimate that as much as 85% of all designs 

have at least some mixed-signal elements on board.

Being able to leverage high quality, high performance mixed 

signal IP is a very powerful solution to the complexity of mixed 

signal design in advanced nodes. Energy-efficient design features 

are also pervasive.  Standards support for power reduction 

strategies (from multi-supply voltage, voltage/frequency scaling, 

and power shut-down to multi-threshold cells) can be applied 

across the array of analysis, verification and optimization 

technologies.

To verify these designs, the industry has been a little slower 

to migrate. The reality is that there is only so much tool and 

methodology change that can be digested by a design team 

while it remains immersed in the machine that cranks out new 

designs.  So, offering a step-by-step progression that lends itself 

to incremental progress is what has been devised.  “Beginning 

with the end in mind” has been the mantra of the legions of 

SoC verification teams that start with a sketch of the outcome 

desired in the planning and management phase at the beginning 

of the program. The industry best practices are summarized as: 

MD-UVM-MS – that is, metrics-driven unified verification 

methodology with mixed signal. ◆

Figure 3. IBS Mixed-signal design start forecast (source: IBS)

Figure 4. Path to MS Verification Greatness
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I n spite of the financial importance of the “big three” – Cadence, 

Mentor Graphics and Synopsys -- a significant amount of 

innovation comes from smaller companies focused on one or just a 

few sectors of the market.

Piyush Sancheti, VP of Marketing at Atrenta pointed out that 

users drive the market and that users worry about time to market.  

In the companion article Chi-Ping Hsu of Cadence stated the 

same.  To meet the market window they need predictability in 

product development, and therefore must manage design size 

and complexity, handle IP quality and integration risks, and avoid 

surprises during development.  He observed that “The EDA 

industry as a whole is still growing in the single digits. However, 

growing much faster. The key drivers for growth are emulation, 

static and assertion-based verification, and power intent verification.

As the industry matures, consolidation around the big three 

vendors will continue to be a theme. Innovation is still fueled by 

startups, but EDA startup activity is not quite as robust.  In 2014 

Synopsys, Cadence and Mentor continued to drive growth with 

their investment and acquisitions in the semiconductor IP space, 

which is a good trend.”

Hamhua Ng, CEO of Plunify said: “There is much truth in the 

saying, ‘Those who don’t learn from history are doomed to repeat 

it,’ especially in the data-driven world that we live in today. It 

seems like every retailer, social network and financial institution 

is analyzing and finding patterns in the data that we generate. To 

businesses, being able to pick out trends from consumer behavior 

and quickly adapt products and services to better address customer 

requirements will result in significant cost savings and quality 

improvements.

Intuitively, chip design is an ideal area to apply these data analysis 

techniques because of an abundance of data generated in the process 

and the sheer cost and expertise required in realizing a design from 

the drawing board all the way to silicon. If only engineers can learn 

useful lessons – For instance, what worked well and what didn’t 

work as well – from all the chips that have ever been designed 

in history, what insights we would have today. Many companies 

already have processes in place for reviewing past projects and 

extracting information.”

While talking about design complexity Bill Neifert, CTO at 

Carbon Design Systems noted that: “Initially targeted more at the 

mobile since Apple announced that it was using it for the iPhone 

5.  Since then, we’ve seen a mad dash as semiconductor companies 

start developing mobile SoC designs containing multiple clusters 

of multicore processors.

Mobile processors have a large amount of complexity in both 

hardware and software. Coping with this move to 64 bits has 

placed a huge amount of stress on the hardware, software and 

systems teams.

With the first generation of 64-bit designs, many companies are 

handling this migration by changing as few variables as possible. 

They’ll take reference implementations and heavily leverage third-

party IP in order to get something out the door. For this next 

generation of designs though, teams are starting to add more of 

their own differentiating IP and software. This raises a host of new 

verification and validation issues especially when addressing the 

complications being introduced with hardware cache coherency.”

Figure 1: A new tool for DDR System analysis can check bit-level margins on 

a DDR read.
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IoT is expected to drive much of the growth in the electronics 

industry and therefore in EDA.  One can begin to see a few 

examples of products designed to work in the IoT architecture, 

even if the architecture is not yet completely finalized.  There are 

wearable products that at the moment work only locally but have 

the potential to be connected via a cell phone to a central data 

processing system that generates information.  Intelligent cars are 

at the moment self-contained IoT architectures that collect data, 

generate information, and in some cases, act on the information in 

real time.

David Kelf, VP of Marketing at OneSpin Solutions talked about 

the IoT  in the automotive area. “2015 is yet again destined to be 

an exciting year. We see some specific IoT applications taking 

off, particularly in the automotive space and with other designs 

of a safety critical nature. It is clear that automotive electronics 

is accelerating. In particular is the concept of various automotive 

“apps” running on the central computer that interfaces with sensors 

around the car. This leads to a complex level of interaction, which 

must be fully verified from a safety critical and security point of view, 

and this will drive the leading edge of verification technology in 

2015. Safety Critical standards will continue to be key verification 

drivers, not just in this industry sector but for others as well.”

Drew Wingard, CTO of Sonics said that: “The IoT market 

opportunity is top-of-mind for every company in the electronics 

industry supply chain including EDA tool vendors. For low-cost 

IoT devices, systems companies cannot afford to staff 1000-person 

SoC design teams. Furthermore, why do system design companies 

need two verification engineers for every designer? From an EDA 

tools and methodology perspective, today’s approach doesn’t work 

well for IoT designs.

SoC designers need to view their IoT designs in a more modular 

way and accept that components are “known good” across levels 

of abstraction. EDA tools and the verification environments that 

they support must eliminate the need to re-verify components 

whenever they are integrated into the next level up. It boils down 

to verification reuse. Agile design methodologies have a focus on 

automated component testing that SoC designers should consider 

carefully. IoT will drive the EDA industry trend toward a more 

agile methodology that delivers faster time-to-market. EDA’s role 

in IoT is to help lower the cost of design and verification to meet 

the requirements of this new market.”

Verification continues to be a hot topic.  The emphasis has shifted 

from logic verification to system verification, where system is 

understood to contain both hardware and software components.  As 

the level of abstraction of design under test (DUT) has increased, 

the task of verification has become more demanding.

Michael Sanie, Senior Director of Verification Marketing at 

progress in 2015.

“SoCs are growing in unprecedented complexity, employing a 

variety of advanced low power techniques and an increasing amount 

of embedded software.  While both SoC verification and software 

development/validation traditionally have been the long-poles of 

project timelines, they are now inseparable and together have a 

significant impact on time-to-market.  Advanced SoC verification 

teams are now driven by not only reducing functional bugs, but 

also by how early they can achieve software bring-up for the SoCs.  

The now-combined process of finding/debugging functional bugs 

several major steps including virtual platforms, static and formal 

verification, simulation, emulation and FPGA-based prototyping, 

with tedious and lengthy transitions between each step taking as 

long as weeks. Further complicating matters, each step requires a 

different technology/methodology for debug, coverage, verification 

IP, etc.

In 2015, the industry will continue its journey into new levels of 

verification productivity and early software bring-up by looking at 

how these steps can be approached universally with the introduction 

of larger platforms built from the industry’s fastest engines for each 

of these steps, further integration and unification compile, set up, 

debug, verification IP and coverage. Such an approach creates a 

continuum of technologies leveraging virtual platforms, static 

and formal verification, simulation, emulation and FPGA-based 

prototyping, enabling a much shorter transition time between each 

step.  It further creates a unified debug solution across all domains 

and abstraction levels.  The emergence of such platforms will then 

enable dramatic increases in SoC verification productivity and 

earlier software bring-up/development.”

Bill Neifert of Carbon says that: “In order to enable system 

differentiation, design teams need to take a more system-oriented 

approach.  Verification techniques that work well at the block 

level start falling apart when applied to complex SoC systems. 

There needs to be a greater reliance upon system-level validation 

methodologies to keep up with the next generation of differentiated 

64-bit designs. Accurate virtual prototypes can play a huge role in 

this validation task and we’ve seen an enormous upswing in the 

adoption of our Carbon Performance Analysis Kits (CPAKs) 

to perform exactly this task. A CPAK from System Exchange, 
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for example, can be customized quickly to accurately model the 

behavior of the SoC design and then exercised using system-level 

benchmarks or verification software. This approach enables teams 

to spend far less time developing their validation solution and a lot 

more time extracting value from it.”

We hear a lot about design reuse, especially in terms of IP use.  Drew 

Wingard of Sonics points to a lack of reuse in verification.  “One of 

the biggest barriers to design reuse is the lack of verification reuse. 

Verification remains the largest and most time-consuming task 

in SoC design, in large part due to the popularity of constrained-

random simulation techniques and the lack of true, component-

based verification reuse. Today, designers verify a component at 

a very small unit level, then re-verify it at the IP core level, then 

re-verify the IP core at the IP subsystem level, then re-verify the 

IP subsystem at the SoC level and then, re-verify the SoC in the 

context of the system.

They don’t always use the same techniques at every one of those 

levels, but there is significant effort spent and test code developed at 

every level to check the design. Designers run and re-write the tests 

at every level of abstraction because when they capture the test the 

first time, they don’t abstract the tests so that they could be reused.

SoC designers need to view their IoT designs in a more modular 

way and accept that components are “known good” across levels 

of abstraction. EDA tools and the verification environments that 

they support must eliminate the need to re-verify components 

whenever they are integrated into the next level up. It boils down 

to verification reuse. Agile design methodologies have a focus on 

automated component testing that SoC designers should consider 

carefully. IoT will drive the EDA industry trend toward a more 

agile methodology that delivers faster time-to-market. EDA’s role 

in IoT is to help lower the cost of design and verification to meet 

the requirements of this new market.”

Piyush Sancheti of Atrenta  acknowledges that front-end design 

and verification tools are growing driven by more complex designs 

and shorter time-to-market.  But design verification difficulty 

continues to increase with shrinking time to completion reality.  

Companies are turning more and more to static verification, formal 

aiming at more automatic, or knowledge based place and route 

functions.

“Formal techniques, in general, continue to proliferate through 

technology by designers to perform initial design investigation, and 

in FPGA, the safety critical driver for high-reliability verification 

and increases in formal technology, we believe that this year 

fundamental shifts.”

Jin Zhang, Senior Director of Marketing at Oski Technology had 

an interesting input to the subject of formal verification because it 

was based on the feedback she received recently from the Decoding 

Formal Club.  Here is what he said: “In October, Oski Technology 

hosted the quarterly Decoding Formal Club where more than 40 

formal enthusiasts gathered to talk about Formal Sign-off and 

processer verification using formal technology. The sheer energy 

and enthusiasm of Silicon Valley engineers speaks to the growing 

adoption of formal verification.

Several experts on formal technology who attended the event view 

the future of formal verification similarly. They echoed the trends 

we have been seeing –– formal adoption is in full bloom and could 

soon replace simulation in verification sign-off.

What’s encouraging is not just the adoption of formal technology 

in simple use models, such as formal lint or formal apps, but in 

an expert use model as well. For years, expert-level use has been 

regarded as academic and not applicable to solving real-world 

challenges without the aid of a doctoral degree. Today, End-to-

End formal verification, as the most advanced formal methodology, 

leads to complete verification of design blocks with no bugs left 

behind. With ever-increasing complexity and daunting verification 

tasks, the promise and realization of signing off a design block 

using formal alone is the core driver of the formal adoption trend.

The trend is global. Semiconductor companies worldwide are 

recognizing the value of End-to-End formal verification and 

working to apply it to critical designs, as well as staffing in-house 

formal teams. Formal verification has never been so well regarded.

While 2015 may not be the year when every semiconductor 

company has adopted formal verification, it won’t be long before 

formal becomes as normal as simulation, and shoulders as much 

responsibility in verification sign off.”

Although the number of system companies that can afford to 

use advanced processes is diminishing, their challenges are an 

important indicator of future requirements for a larger set of users.

Mary Ann White, Director of Product Marketing, Galaxy 

Design Platform at Synopsys points out how timing and power 
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“The endurance of Moore’s law drives design and EDA trends 

where consumer appetites for all things new and shiny continue 

to be insatiable. More functional consolidation into a single SoC 

pushes ultra-large designs more into the norm, propelling the 

need for more hierarchically oriented implementation and signoff 

methodologies.  While 16- and 14-nm FinFET technologies 

become a reality by moving into production for high-performance 

applications, the popularity of the 28-nm node will persevere, 

especially for mobile and IoT (Internet of Things) devices.

Approximately 25% of all designs today are ≥50 million gates 

in size according to Synopsys’ latest Global User Survey. Nearly 

half of those devices are easily approaching one billion transistors. 

The sheer size of these designs compels adoption of the latest 

hierarchical implementation techniques with either black boxes 

or block abstract models that contain timing information with 

interfaces that can be further optimized. The Galaxy Design 

Platform has achieved several successful tapeouts of designs with 

hundreds of millions of instances, and newer technologies such as 

IC Compiler II have been architected to handle even more.  In 

addition, utilization of a sign-off based hierarchical approach, 

such as PrimeTime HyperScale technology, saves time to closure, 

allowing STA completion of 100+ million instances in hours vs. 

days while also providing rapid ECO turnaround time.

The density of FinFET processes is quite attractive, especially for 

high-performance designs which tend to be very large multi-core 

devices. FinFET transistors have brought dynamic, rather than 

leakage (static) power to the forefront as the main concern. Thanks 

to 20-nm, handling of double patterning is now well established 

for FinFET. However, the next-generation process nodes are now 

introduced at a much faster pace than ever before, and test chips 

for the next 10-nm node are already occurring. Handling the 

varying multi-patterning requirements for these next-generation 

technologies will be a huge focus over the next year, with early access 

and ecosystem partnerships between EDA vendors, foundries and 

customers.

Meanwhile, as mobile devices continue their popularity and IoT 

devices (such as wearables) become more prevalent, extending 

battery life and power conservation remain primary requirements. 

Galaxy has a plethora of different optimization techniques to help 

mitigate power consumption. Along with the need for more silicon 

efficiency to lower costs, the 28-nm process node is ideal for these 

types of applications. Already accounting for more than a third of 

revenue for foundries, 28-nm (planar and FD-SOI) is poised to 

last a while even as FinFET processes come online.”

Dr. Bruce McGaughy, CTO and VP of Engineering at ProPlus 

was kind enough to provide his point of view on the subject. “The 

challenges of moving to sub-20nm process technologies are forcing 

designers to look far more closely at their carefully constructed 

effort to stave off these challenges as the most leading-edge designs 

start using FinFET technology, introducing a complication at 

Observers point to the obvious: Challenges facing circuit designers 

are mounting as the tried-and-true methodologies and design 

tools fall farther and farther behind. It’s especially apparent with 

conventional SPICE and FastSPICE simulators, the must-have 

tools for circuit design.

FastSPICE is faltering and the necessity of using Giga-scale 

SPICE is emerging. At the sub-28nm process node, for example, 

designers need to consider layout dependent effects (LDE) and 

process variations. FastSPICE tricks and techniques, such as 

isomorphism and table models, do not work.

As we move further into the realm of FinFET at the sub-20nm 

nodes, FastSPICE’s limitations become even more pronounced. 

FinFET design requires a new SPICE model called BSIM-

CMG, more complicated than BSIM3 and BSIM4 models, 

industry-standard models for CMOS technology used by the 

industry for 20 years. New FinFET physical effects include 

strong Miller Capacitance effects, break FastSPICE’s partitioning 

and event-driven schemes. Typically, FinFET models have over 

1,000 parameters per transistor, and more than 20,000 lines of C 

code, posing a tremendous computational challenge to SPICE 

simulators.

Furthermore, the latest advanced processes pose new and 

previously undetected challenges. With reduced supply voltage 

and increased process variations, circuits now are more sensitive to 

currents. FastSPICE focuses on event-driven piecewise linear 

(PWL) voltage approximations rather than continuous waveforms 

of currents, charges and voltages. More delay and noise issues are 

appearing in the interconnect, requiring post layout simulation 

with high accuracy, and multiple power domains and ramp-up/

ramp-down cycles are more common.

All are challenging for FastSPICE, but can be managed by 

Giga-scale SPICE simulators. FastSpice simulators are lacking 

in accuracy for sensitive currents, voltage regulators and leakage, 

which is where Giga-scale SPICE simulators can really shine.
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Time to market and high mask costs demand tools that always give 

accurate and reliable results, and catch problems before tapeout.  

Accordingly, designers and verification engineers are demanding 

a tool that does not require the “tweaking” of options to suit their 

situations, such as different sets of simulation options for different 

circuit types, and assigned accuracy where the simulator thinks 

option tweaks.

Often, verification engineers are not as familiar with the circuits as 

the designers, and may inadvertently choose a set of options that 

causes the FastSPICE simulator to ignore important effects, such 

as shorting out voltage regulator power nets. Weak points could 

be lurking in those overlooked areas of the chip. With Giga-scale 

SPICE, such approximations are not used and unnecessary.

Here’s where Giga-scale SPICE simulation takes over, being 

perfectly suited for the new process technologies including 

16/14nm FinFET. They offer pure SPICE accuracy and deliver 

comparable FastSPICE simulator capacity and performance.

For the first time, Giga-scale SPICE makes it possible for 

designers to use one simulation engine to design both small and 

large circuit blocks, and simultaneously use the same simulator for 

full-chip verification with SPICE accuracy, eliminating glitches or 

inconsistencies. We are at the point that retooling the simulation 

tools, including making investments in parallel processing hardware, 

is the right investment to make to improve time to market and 

reduce the risk or respins. At the same time, tighter margins can 

be achieved in design, resulting in better performance and yield.”

With the increase use of embedded software in SoC designs 

memories and memory controllers are gaining in importance.  Bob 

Smith, Senior VP of Marketing and Business Development at 

Uniquify presents a compelling argument.

”The term ‘EDA’ encompasses tools that both help in automating 

the design process (think synthesis or place and route) as well as 

automating the analysis process (such as timing analysis or signal 

integrity analysis). A new area of opportunity for EDA analysis 

is emerging to support the understanding and characterization of 

requires that design teams thoroughly analyze and understand 

the system margins and variations encountered during system 

allowable timing margin across the entire system (ASIC or SoC, 

itself ). Both static (process-related) and dynamic variations (due to 

environmental variables such as temperature) must also be factored 

into this tight margin. The goal is straightforward: optimize the 

while minimizing any negative impacts on memory performance 

due to anticipated variations and leave enough margin such that 

unanticipated variations don’t cause the memory subsystem to fail.

However, understanding the available margin and how it will 

be impacted by static and dynamic variation is challenging. 

and the JEDEC specifications only address the behavior of the 

device. Device characterization helps, but only accounts for part-

to measure timing margins in-situ, with variations present, to fully 

and accurately understand system behavior and gain visibility into 

possible issues.

run numerous different analyses to check the robustness of the 

help tune various parameters to compensate for issues discovered 

to characterize and compare the performance of different boards 

and board layouts and even compare the performance and margins 

Charlie Cheng, CEO of Kilopass talks about the need for new 

memory technology.  “For the last few years, the driver for chip 

and EDA tool development has been the multicore SoC that is 

central to all smartphones and tablets. Memory dominates these 

devices with 85% of the chip area and an even larger percentage of 

the leakage power consumption. Overlay the strong friction that is 

slowing down the transition to 14/16nm from 28nm –– the most 

effective node. It becomes quickly obvious that a new high-density, 

power-thrifty memory technology is needed at the 28nm node. 

Memory design has been sorely lacking in innovation for the last 

20 years with all the resources getting invested on the process side. 

2015 will a be the year of major changes in this area as the industry 

begins to take a better look at support for low-power, security and 

mobile applications.”
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The use of FPGA devices in SoC has also increased in 2014.  

David Kelf thinks that: “The significant advancement in FPGA 

technology will lead to a new wave of FPGA designs in 2015. New 

device geometries from the leading FPGA vendors are changing 

the ASIC to FPGA cost/volume curve and this will have an affect 

in the size and complexity of these devices. In addition, we will 

see more specialized synthesis tools from all the vendors, which 

provide for greater, device-targeted optimizations. This in turn 

FPGAs and it is our prediction that most of the larger devices will 

The need for better tools to support the use of FPGA is also 

acknowledged by Harnhua NG at Plurify.  “FPGA software 

optimizations and place-and-route quality of results. Combined 

with user-specified timing and location constraints, timing, area 

and power results can vary by as much as 70% without even 

modifying the design’s source code. Experienced FPGA designers 

intuitively know good switches and parameters through years of 

experience, but have to manually refine this intuition as design 

techniques, chip architectures and software tools rapidly evolve. 

Continuing refinement and improvement are better managed 

using data analysis and machine learning algorithms.”

It should not be surprising that EDA vendors see many financial 

and technical opportunities available in 2015.  Consumers’ appetite 

for electronic gadgets, together with the growth of cloud computing, 

and new IoT implementations provide markets for new EDA tools.  

How many vendors will hit the proper market windows is still to be 

seen and timing to market will be the fundamental characteristic of 

the 2015 EDA industry. ◆

Gabe Moretti is Senior Editor at Chip 

Design.
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O ne of the toughest challenges in the implementation 

of any processors is balancing the need for the highest 

power and area. Inevitably, there is a tradeoff between power, 

performance, and area (PPA). This paper examines two 

unique challenges for design automation methodologies in 

performance while designing for a set power budget and how 

to get maximum power savings while optimizing for a set target 

frequency.

signal control markets that demand an efficient, easy-to-use 

blend of control and signal processing capabilities (Figure 1). 

large variety of highly efficient signal processing features, which 

demands very power- efficient design.

Cortex-M series have received a large amount of attention 

recently as portable and wireless / embedded applications have 

gained market share. In high-performance designs, power has 

become an issue since at those frequencies power dissipation can 

easily reach several tens of watts. The efficient handling of these 

power levels requires complex heat dissipation techniques at the 

system level, ultimately resulting in higher costs and potential 

reliability issues. In this section, we will isolate the different 

components of power consumption on a chip to demonstrate 

why power has become a significant issue. The remaining 

sections will discuss how we approached this problem and 

resolved it using Cadence® implementation tools, along with 

other design techniques.

We began the project with the objective of addressing two 

simultaneous challenges:

power (AFAP)

scenario (MinPower)

Before getting  into the details of how we achieved the 

desired frequency  and power  numbers,  let’s first examine 

the components which contribute to dynamic power  and the 

factors which gate  the frequency  push. This experiment has 

Cortex-M7 processor has achieved 5 CoreMark / MHz – 2000 

CoreMark* in 40LP and typical 2X digital signal processing 

In high-performance microprocessors, there are several key 

reasons which are causing a rise in power dissipation. First, the 

presence of a large number of devices and wires integrated on 

a big chip results in an overall increase in the total capacitance 

of the design. Second, the drive for higher performance leads 

to increasing clock frequencies, and dynamic power is directly 

proportional to the rate of charging capacitances (in other 

words, the clock frequency). A third reason that may lead to 

higher power consumption is an inefficient use of gates.  The 

total switching device capacitance consists of gate oxide 

capacitance, overlap capacitance, and junction capacitance. In 

Figure 1: ARM Cortex-M7 Block Diagram



COR
TEX-M

 PROCESSORS
IoT

addition, we consider the impact of internal nodes of a complex 

logic gate.  For example, the junction capacitance of the series-

connected NMOS transistors in a NAND gate contributes to 

the total switching capacitance, although it does not appear at 

the output node.  Dynamic power is consumed when a gate 

switches. However, interest has risen in the physical design area, 

to make better use of the available gates by increasing the ratio 

of clock cycles when a gate actually switches. This increased 

device activity would also lead to rising power consumption. 

Dynamic power is the largest component of total chip power 

consumption (the other components are short-circuit power 

and leakage power). It occurs as a result of charging capacitive 

loads at the output of gates.  These capacitive loads are in the 

form of wiring capacitance, junction capacitance, and the input 

(gate) capacitance of the fan-out gates. Since leakage is <2% of 

total power, the focus of this collaboration was only on dynamic 

power.

The expression for dynamic power is:

Pdynamic dd
2f  ...................................................................(1)

In (1), C denotes the capacitance being charged /discharged, 

Vdd is the supply voltage, f is the frequency of operation, and 

 is the switching activity factor. This expression assumes that 

the output load experiences a full voltage swing of Vdd. If this 

is not the case, and there are circuits that take advantage of 

this fact, (1) becomes proportional to (Vdd * Vswing). A brief 

discussion of the switching factor  is in order at this point. 

The switching factor is defined in this model as the probability 

of a gate experiencing an output low-to-high transition in an 

arbitrary clock cycle. For instance, a clock buffer sees both a 

low-to-high and a high-to-low transition in each clock cycle. 

Therefore,  for a clock signal is 1, as there is unity probability 

that the buffer will have an energy-consuming transition in a 

given cycle. Fortunately, most circuits have activity factors much 

smaller than 1. Some typical values for logic might be about 0.5 

for data path logic and 0.03 to 0.05 for control logic. In most 

instances we will use a default value of 0.15 for , which is in 

keeping  with values reported in the literature for static CMOS 

designs [1,2,3]. Notable exceptions to this assumption will be in 

cache memories, where read /write operations take place nearly 

every cycle, and clock-related circuits.

Here are five key components of dynamic power consumption 

and how we addressed a few of these components:

and other control)

elements)

in our case

One fundamental issue of timing closure is the modeling of 

physical overcrowding.  The problem involves, among other 

factors, the representation and the handling of layout issues. 

These issues include placement congestion, overlapping of 

arbitrary-shaped components, routing congestion due to 

power/ground, clock distribution, signal interconnect, prefixed 

wires over components, and forbidden regions of engineering 

concerns.  While a clean and universal mathematical model 

of physical constraint remains open, we tend to formulate the 

layout problem using multiple constraints with sophisticated 

details that complicate the implementation. We need to 

consider multiple constraints with a unified objective function 

for a timing-closure design process. This is essential because 

their effects only on the surface. For example, to ease the routing 

congestion of a local area, we tend to distribute components out 

of the area to leave more room for routing.  However, for multi-

layer routing technology, eliminating components does not save 

much on routing area. The spreading of components actually 

increases the wire length and demands more routing space. The 

resultant effect can have a negative impact on the goals of the 

original design. In fact, the timing can become much worse. 

Consequently, we need an intelligent operation that identifies 

both the component to move out and the component to move 

in to improve the design.

Accurately predicting the detail routed signal-integrity (SI) 

effects, before the detail routing happens, and its impact 

to timing is of key interest.  This is because a reasonable 

misprediction of timing before the detail route would create 

timing jumps after the routing is done.  Historically, designs 

for which it is tough to close timing have relied solely on 

post-route optimization to salvage setup /hold timing. With 

the advent of “in-route optimization”, timing closure has 

been bridged earlier during the routing step itself using track 

assignment. In addition, if we can reduce the wire lengths and 

make good judgment calls based on the timing profiles, we can 
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find opportunities to further reduce power.  This paper will walk 

options used to generate performance benefits for the design. 

done to get the best performance and power efficiency out of 

As discussed in the introduction, wire capacitance and gate 

capacitance are among the key factors that impact dynamic 

power, while also affecting wire delays. While evaluating the 

size was bigger than needed and the cell placement density was 

uniform. These two aspects could lead to spreading out of cells, 

resulting in longer wirelength and higher clock latencies. In 

order to improve the placement densities, certain portions of the 

design were soft-blocked, and the standard cell densities were 

kept above 75% (Figure 2).

Standard cell placement plays a vital role. If the placement is 

done right, it will eventually pay off in terms of better Quality 

algorithms can take into account  some of the power  dissipation-

related issues, like reducing  the wirelength and considering 

overall slack profile of the design, and also make the right moves 

during placement, this would tremendously improve the above 

mentioned aspect. This is the core principle behind the “Giga 

Place” placement engine. The Giga Place engine, available in 

Cadence Encounter® Digital Implementation System 14.1, 

helps place the cells in a timing-driven mode by building up 

the slack profile of the paths and performing the placement 

adjustments based  on these  timing slacks. We have introduced 

seen good improvements on the overall wirelength and Total 

Negative Slack (TNS).

placement and utilizing the new GigaPlace technologies (Figure 

3), we were able to reduce the wirelength significantly (Figure 

4). This helped push the frequency as well as reduce the power 

(Figure 5). But, there were still more opportunities available to 

further benefit the frequency and dynamic power targets.

“In-route optimization” for timing optimization happens before 

routing begins. This is a very close representation of the real 

cell pin access. This enables us to get an accurate view of timing 

/SI and make bigger changes without disrupting the routes.  

Figure 2: Soft-Blocked Floorplan

Figure 3: “GigaPlace” Placement Engine 

Figure 4: Wirelength Reduced  with “GigaPlace and Soft-Blocked” Placement

Figure 5: Total Negative Slack (ns) Chart
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These changes are then committed to a full detail route.  In-route 

optimization technology utilizes an internal extraction engine 

observed after post-route optimization was significant at the 

expense of a slight runtime increase (currently observed at 

only 2%). A successful usage of an internal extraction model 

during in-route optimization (Figure 6) helped reduce the 

timing divergence seen as we go from the pre-route to the post-

route stage.  This optimization technology pushed the design to 

achieve the targeted frequency.

In the majority of present-day electronic design automation 

(EDA) tools, timing closure is the top priority and, hence, many 

of these tools make the trade-off to give priority to timing. 

However, opportunities exist to reduce area and gate capacitance 

by swapping cells to lower gate cap cells and by reducing the 

wirelength. To address the dynamic power reduction in the 

design, three major sets of experiments were done to examine 

the above aspects.

In the first set of experiments, two main tool features were used 

in the process of reducing dynamic power (Figure 7). These were 

the introduction of the “dynamic power optimization engine” 

along with the “area reclaim” feature in the post-route stage.  

These options helped save 5% of dynamic power @400MHz 

and enabled us to nearly halve the gap that earlier existed 

between the actual and desired power target.

by 100 microns to reduce the wirelength. This was discussed in 

Figure 6: In-Route Optimization Flow Chart

Figure 7: Example of Power Optimization

route

This helped saved an additional 2% @400MHz, and the impact 

was similar across the frequency sweep.

The third set of experiments was related to design changes 

“don’t use”.  This helped to further reduce the sequential power.  

An important point to note is that the combinational power 

did not increase significantly. After we introduced the above 

technique, we were able to reduce power significantly, as shown 

in the charts below.

By using these latest tool technologies and design techniques, 

we were able to achieve 10% better frequency and reduced the 

the 400MHz and 200MHz for the dynamic power reduction.

challenges at two points /scenarios on the PPA curve:

1. Frequency focus with optimal power (400MHz)

2. Lowest power at reduced frequency   (200MHz)

With the use of PowerOpt technology, available in Encounter 

Table 1: Dynamic Power Reduction Results
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Digital Implementation System 14.1, we were able to reduce 

of GigaPlace technology and inherently better SI management 

allowing relaxed clock slew, and much higher power reduction at 

techniques and Cadence tool features, we were able to show 

38% dynamic power reduction (for standard cells) going from

400MHz – 13.2-based run to 200MHz – 14.2 best power 

recipe run.

and predicting the detailed routing impact in the early phase of 

the design, are important aspects to improve the performance 

and reduce the dynamic power consumption in designs. Tools 

proper directives at appropriate places. With a combination 

of design changes,  advanced  tools, and engineering expertise, 

today’s physical design engineers  have the means  to thoroughly  

address  the challenges associated  with timing closure while 

keeping  the dynamic power  consumption of the designs low 

(Figure 8).

Cadence, driven by many trials, have led to optimized PPA 

Digital Implementation System 14.1 – have produced better 

Encounter Digital Implementation System 13.x. The continuous 

both scenarios: lowest power (MinP) and highest frequency 

(AFAP).

Figure 8: Dynamic Power ( Normalized) for Logic

1. D. Liu and C. Svensson, “Power consumption estimation in 

CMOS VLSI chips,” IEEE Journal of Solid-State Circuits, 

vol. 29, pp. 663-670, June 1994.

consumption in digital CMOS circuits,” Proc. of the IEEE, 

vol. 83, pp. 498-523, April 1995.

3. G. Gerosa, et al., “250  MHz 5-W PowerPC microprocessor,” 

IEEE Journal of Solid-State Circuits, vol. 32, pp. 1635-1649, 

Nov. 1997. ◆
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M any embedded engineers approach the development of 

Internet-of-Things (IoT) devices like a cookbook. By 

following previous embedded recipes, they hope to create new 

and deliciously innovative applications. 

While the recipes may be similar, today’s IoT uses strong 

concentration of analog, sensors and wireless ingredients. 

How will these parts combine with the available high-end bus 

To find out, “IoT Embedded Systems” talked with the head 

technical cooks including Paul Williamson, Senior Marketing 

Staff at Analog Devices; Mladen Nizic , Engineering Director, 

Marketing Manager for IoT, Synopsys; Corey Mathis, Industry 

Marketing Manager -  Communications, Electronics and 

Semiconductors, MathWorks; Daniel Chaitow, Marketing 

Manager, Hillcrest Labs; Bernard Murphy, CTO, Atrenta; 

and Sean Newton, Field Applications Engineering Manager, 

STMicroelectronics. What follows is a portion of their 

responses. 

KEY POINTS:

control the analog peripheral through a variety of modes 

and power-efficient scenarios.

streams in sequence, in types, and include the ability to do 

sample or rate conversion.

and the proper timing of all control and data signals, cycle 

accurate simulations must be performed.

reduce digital bus cycles by tightly integrating the necessary 

components.

tools and methodologies.

(ADC) power supply must be designed to minimize noise. 

Attention must also be paid to the routing of analog signals 

between the sensors and the ADC.

digitally assisted analog (DAA) – or digital logic embedded 

in analog circuitry that functions as a digital signal 

processor.

Blyler: What challenges do designers face when integrating 

analog sensor and wireless IP with digital buses like ARM’s 

AMBA and others?

Williamson (ARM): Designers need to consider system-

level performance when designing the interface between 

the processor core and the analog peripherals. For example a 

sensor peripheral might be running continuously, providing 

data to the CPU only when event thresholds are reached. 

Alternatively the analog sensor may be passing bursts of 

sampled data to the CPU for processing.  These different 

scenarios may require that the designer develop a digital 

interface that offers simple register control, or more advanced 

memory access. The design of the interface needs to enable 

control of the peripheral through a broad range of modes and 

in a manner that optimizes power efficiency at a system and 

application level.

O’Reilly (Analog Devices): One challenge is ultra-low 

power designs to enable management of the overall system 

power consumption. In IoT systems, typically there is one 

main SoC connected with multiple sensors running at 

clocking. The application processor SoC collects the data 

from multiple sensors and completes the processing. To 

keep power consumption low, the SoC generally isn’t active 

all of the time. The SoC will collect data at certain intervals. 
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To support the needs of sensor fusion it’s necessary that the 

sensor data includes time information. This highlights the 

second challenge, the ability to align a variety of different data 

types in a time sequence required for fusion processing. This 

raises the question “How can an entire industry adequately 

sort the various sensor data streams in sequence, in types, and 

include the ability to do sample or rate conversion.?”

Nizic (Cadence): Typically a sensor will generate a small (low 

voltage/current) analog signal which needs to be properly 

conditioned and amplified before converting it to digital signal 

sent over a bus to memory register for further processing by a 

DSP or a controller. Sometimes, to save area, multiple sensor 

signals are multiplexed (sampled) to reduce the number of 

A2D converters.

From the design methodology aspect, the biggest design 

challenge is verification. To ensure analog sensor signals are 

sampled correctly and all control and data signals are timed 

properly, cycle-accurate simulations must be performed. Since 

these systems now contain analog, in addition to digital and 

bus protocol verification, a mixed-signal simulation must cover 

both hardware and software. To effectively apply mixed-signal 

simulation, designers must model and abstract behavior of 

sensors, analog multiplexers, A2D converters and other analog 

components. On the physical implementation side, busses will 

require increased routing resources, which in turn mean more 

to keep chip area at minimum and avoid signal interference.

Lowman (Synopsys): For an IC designer, the digital bus 

provides a very easy way to snap together an IC by hanging 

to sensors and wireless controllers.  It’s also an easy method 

to hang USB and Ethernet, as well as analog interfaces, 

memories and processing engines.  However, things are a bit 

more complicated on the system level. For example, the sensor 

in a control system helps some actuator know what to do and 

when to do it.  The challenge is that there is a delay in bus cycles 

from sensing to calculating a response to actually delivering a 

response that ultimately optimizes the control and efficiency 

of the system.  Examples include motor control, vision systems 

and power conversion applications. Ideally, you’d want a sensor 

and control subsystem that has optimized 9D Sensor Fusion 

application. This subsystem significantly reduces cycles spent 

traveling over a digital bus by essentially removing the bus and 

tightly integrating the necessary components needed to sense 

and process the algorithms. This technique will be critical to 

reducing power and increasing performance of IoT control 

systems and sensor applications in a deeply embedded world.

Mathis (Mathworks): It is no surprise that mathematical 

and signal processing algorithms of increasing complexity are 

driving many of the innovations in embedded IoT. This trend 

is partly enabled by the increasing capability of SoC hardware 

being deployed for the IoT. These SoCs provide embedded 

new questions in early stage design exploration. Where 

should the (analog and mixed) signal processing of that data 

occur? Should it occur in a hardware implementation, which 

is natively faster but more costly in on-chip resources? Or 

in software, where inherent latency issues may exist? One 

key challenge we see is that hardware design and software 

use different design tools and methodologies. This means 

the hardware/software co-design environments needed for 

both. Another key challenge is that this integration further 

exacerbates the functional, gate- or circuit-level, and final 

sign-off verification problems that have dogged designers for 

decades. Interestingly, designers facing either or both of these 

key challenges could benefit significantly from top-down 

design and verification methodologies.

Chaitow (Hillcrest Labs): In most sensor-based applications, 

data is ultimately processed in the digital realm so an analog 

to digital conversion has to occur somewhere in the system 

before the processing occurs. MEMS sensors measure tiny 

variations in capacitance, and amplification of that signal is 

necessary to allow sufficient swing in the signal to ensure 

a reasonable resolution. Typically the analog to digital 

conversion is performed at the sensor to allow for reduction of 

error in the measurement. Errors are generally present because 

of the presence of noise in the system, but the design of the 

sensing element and amplifiers have attributes that contribute 

to error. For a given sensing system minimizing the noise is 

therefore paramount. The power supply of the ADC needs 

to be carefully designed to minimize noise and the routing 

of analog signals between the sensors and the ADC requires 

careful layout. If the ADC is part of an MCU, then the power 

regulation of the ADC and the isolation of the analog front 

end from the digital side of the system is vital to ensure an 

effective sampling system.

As always with design there are many tradeoffs. A given 

analog MEMS supplier may be able to provide a superior 
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measurement system to a MEMS supplier that provides a 

digital output. By accepting the additional complexity of the 

mixed-signal system and combining the analog sensor with a 

capable ADC, an improved measurement system can be built. 

In addition if the application requires multiple sensors, using 

a single external multiple channel ADC with analog sensors 

can yield a less expensive system, which will be increasingly 

important as the IoT revolution continues.

Murphy (Atrenta): Aside from the software needs, there are 

design and integration considerations. On the design side, 

there is nothing very odd. The sensor needs to be presented 

to an AMBA fabric as a slave 

of some variety (eg APB or 

AHB), which means it needs 

all the digital logic to act as a 

well-behaved slave (see Figure). 

It should recognize it is not 

guaranteed to be serviced on 

demand and therefore should 

support internal buffering 

(streaming buffer if an output 

device for audio, video or other 

real-time signal). Sensors 

can be power-hungry so they 

should support power down 

that can be signaled by the bus 

(as requested by software).

The implementation side is definitely more interesting. All of 

that logic is generally bundled with the analog circuitry into 

plan outline on such a block until quite close to final layout. 

you are connecting to an AMBA switch fabric, which likes 

to connect to well-constrained interfaces because the switch 

matrix itself doesn’t constrain layout well on its own. This 

otherwise might expect

Beyond basic sensor interfacing, you need to consider digitally 

assisted analog (DAA). This is when you have digital logic 

embedded in analog circuitry, functioning as a digital signal 

processor to perform effectively an analog function but perhaps 

analog circuitry. Typical applications are for beamforming in 

radio transmission and for super-accurate ADCs (Figure 1).

Newton (STMicroelectronics): Integration of devices such 

as analog sensors and wireless IP (radios) is widespread today 

via the use of standard digital bus interfaces such as I2C and 

AMBA – becomes a matter of connecting the relevant buses 

to the digital registers contained within the IP. This is exactly 

what happens when you use I2C or SPI to communicate to 

standalone sensors or wireless radio, with the low-speed bus 

interfaces giving external access to the internal registers of 

the analog IP. The challenges for integration to devices with 

higher-end busses isn’t so much on the bus interface, as it is 

in defining and qualifying the resulting SoC. In particular, 

packaging characteristics, the 

number of GPIO’s available, 

the size of package, the type of 

processing device used (MPU 

or MCU), internal memory 

the power capabilities of the 

device in question: does it need 

very low standby power? Wake 

capability?  Most of these 

questions are driven by market 

requirements and capabilities 

and must be weighed against 

the cost and complexity of the 

integration effort.

The challenges for integration to devices with higher-end 

busses isn’t so much on the bus interface, as it is in defining 

packaging characteristics, available GPIOs, type of processing 

capabilities.

Figure 1: The AMBA Bus SOC Platform is a configurable with several 

peripherals and system functions, e.g., AHB Bus(es), APB Bus(es), arbiters, 

decoders. Popular peripherals include R AM controllers, Ethernet, PCI, USB, 

1394a, UARTs, PWMs, PIOs. (Courtesy of ARM Community.)
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VIEWPOINT

By Gabe Moretti, Senior Editor

During my conversation with Luco Lanza late last year, 
we exchanged observations on how computing power, 

both at the hardware and the system levels, had progressed 
since 1968, the year when we both started working full time 
in the electronics field.  And how much was left to do in 
order to achieve knowledge based computing.

Observing what computers do, we recognized that computers 
are now very good at collecting and processing data.  In fact 
the concept of the IoT is based on the capability to collect 
and process a variety of data types in a distributed manner.  
The plan is, of course, to turn the data into information.

Definitely there are examples of computer systems that 
process data and generate information.  Financial systems 
provide profit and loss reports using income and expense data 
for example, and logic simulators provide the behavior of a 
system by using inputs and output values.  But information 
is not knowledge.

Knowledge requires understanding, and computers do not 
understand information.  The achievement of knowledge 
requires the correlation and synthesis of information, 
sometimes from disparate sources, in order to generate 
understanding of the information and thus abstract 
knowledge.  Knowledge is also a derivate of previous 
knowledge and cannot always be generated simply by 
digesting the information presented.  The human brain 
associates the information to be processed with knowledge 
already available in a learning process that assigns the proper 
value and quality to the information presented in order to 
construct a value judgment and associative analysis that 
generates the new knowledge.  What follows are some of my 
thoughts since that dialogue.

As an aside I note that unfortunately many education systems 
give students information but not the tools to generate 
knowledge.  Students are thought to give the correct answer 
to a question, but not to derive the correct answer from a set 
of information and their own existing knowledge.

We have not been able to recreate the knowledge generating 
processes successfully with a computer, but nothing says that 
it will not be possible in the future.  As computing power 
increases and new computer architectures are created, I know 
we will be able to automate the generation of knowledge.  As 
far as EDA is concerned I will offer just one example.

A knowledge based EDA tool would develop a SoC from a set 
of specifications.  Clearly if the specifications are erroneous 
the resulting SoC will behave differently than expected, 
but even this eventuality would help in improving the next 
design because it would provide information to those that 
develop a knowledge based verification system.

When we achieve this goal humanity will finally be free to 
dedicate its intellectual and emotional resources to address 
those problems that derive directly from what humans are, 
and prevent most of them, instead of having to solve them.

At this moment I still see a lot of indeterminism with respect 
of the most popular topic in our field: the IoT.  Are we on the 
right track in the development of the IoT?  Are we generating 
the correct environment to learn to handle information in a 
knowledge generating manner?  To even attempt such a task 
we need to solve not just technical problems, but financial, 
behavioral, and political issues as well.  The communication 
links to arrive to a solution are either non-existent or weak.  
Just think of the existing debate regarding “free internet”.  
Financial requirements demand a redefinition of the internet.  
From a communication mechanism akin to a utility, to a 
special purpose device used in selective manners defined by 
price.  How would a hierarchical internet defined by financial 
parameters modify the IoT architecture?  Politicians and 
some business interests do not seem to care and engineers 
will have to patch things up later.  In this case we do not have 
knowledge. ◆

Gabe Moretti is Senior Editor at Chip Design. 
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